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1 Introduction

GNUbatch is a fully functioned, high performance Job Scheduler and Management
System which is available for a wide range of machines running a Unix-style Operating
System.

The original version was written by John Collins at Xi Software Ltd and marketed as
“Xi-Batch” (this name may still appear in some diagrams). The names, including many
of the program and interface names, have been changed to GNUbatch or derivatives
and the default installation directories have been changed to GNU standards.

The product consists of a "core product" or "basic product" which contains the
scheduling software, command-line and character-based interfaces. Additional options
provide for:

An X-Windows Motif Toolkit Interface (not supported under GNU)

An X-Windows GTK+ Toolkit interface

An API for use with C and C++ (it has been adapted to work under Java)
An Interface for MS-Windows

An API for use with MS-Windows (currently this relies on non-Free software
and therefore needs rewriting — assistance welcomed.

An API for use with MS-Windows.
Browser Interfaces

The basic manuals cover the "basic product" and the X-Windows interfaces. Additional
supplements cover the other interfaces.

The basic manuals are:
User Guide - a quick introduction and "cookbook" for use of GNUbatch

Reference manual - a complete description of all components of the basic
product.

Administrator Guide - this manual. Information about installation and
customisation of the software.

Also available are:
API reference manual for Unix and MS-Windows API
MS Windows Interface Manual

Browser Interface Manual
1.1 Documentation Standards

These manuals use various character fonts to indicate different types of information
as follows:

File names and quotations within the text
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Examples and user script

Generic data (where you should put a value appropriate
to your own environment)

Program names, whether for GNUbatch or standard Unix facilities
Warnings and important advice

1.2 Command Line Program Options

Almost all of the programs that make up GNUbatch can take (or require) options and
arguments supplied on the command line. As much flexibility as possible is allowed in
the specification of these options and arguments. The examples in the manual use
which ever notation is clearest.

White space may be inserted into flag arguments as in
gbch-r -c COUNT=0 -T 10:16
or it may be left out as in
gbch-r -cCOUNT=0 -T1l0:16
Single character options may be strung together with one minus sign:
gbch-r -mwC
or separated, as in
gbch-r -m -w -C

If mutually contradictory arguments are permitted, the rightmost (or rather the most
recently specified) applies.

The ability to redefine option letters has been provided, together with the +keyword or
--keyword style of option. Such options should be given completely surrounded by
spaces or tabs to separate them from each other and their arguments, for example

gbch-r +condition COUNT=0 --time 10:16

In addition, all the commands have an option -7 or +explain (or --explain) whose
function is to list all the other options and exit.
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2 Installation

GNUbatch is now built directly from the sources and installed by “make install” so
there is no special installation routine.

2.1 Installation directories

The following directories are used to hold component parts of GNUbatch. Note that
there is a method for relocating parts of them after the product has been built, to use
different directories. In conformity with GNU standards, the directories are by default
based on /usr/local, but you may well want to relocate the spool directory, which
can be large

Directory Function
bin User-level programs
libexec/gnubatch Internal programs
sbin Administration programs
share/gnubatch Data and control files
share/gnubatch/help Help files for programs
var/gnubatch Spool directory for pending jobs

These directories may all be separately located if required; this is described later.
2.2 Installing the system user

Most internal files, and IPC facilities such as shared memory segments and
semaphores, are owned by a user gnubatch. This user name is like a "sub-super-user"
for GNUbatch facilities. It is not intended that the gnubatch user name should be used
extensively, however it (hopefully) serves to distinguish GNUbatch files from other
files.

The only files which are not owned by gnuspool are the scheduler process btsched
and the network server process xbnetserv, together with some auxiliary programs
from the GTK clients, which have to be owned by root, as they have to be able to
transform to other users.

During the installation, it will be necessary to create user gnubatch, If it does not
exist. We normally recommend a user id of 51 (i.e. in the "system users" below 100),
and your "create new user" routine may need a special option to install this. It is not
entirely necessary, however, but we do not suggest that all the standard user-level
login directory and contents be included, as the user name is not intended for general
use.

When setting up the default group for user gnubatch, we suggest that a group such as
daemon, or sys is selected. If you are running GNUspool as well, which shares some
facilities, you may want to make it the same group as spooler or gnuspool.
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3 Setting up networking

GNUbatch can run with jobs and variables shared between 2 or more Unix hosts,
possibly different platforms. Additionally, there is the MS Windows interface and the
API.

To use any or all of these things, GNUbatch must be run in network mode.
Two things have to be done:

1. Some standard "service" names need to be inserted in the /etc/services
file.

2. Hosts need to be configured in a hosts file /usr/local/etc/gnubatch.hosts

To set up hosts, a special host editor program gbch-hostedit is available in the
administration binaries in /fusr/local/sbin. To run this enter:

gbch-hostedit -I /usr/local/etc/gnubatch.hosts
With a new installation, this takes the following form:

O jmoatorres xisl.com: /home/me/ sro/Buildsn - = &
zdd host change host delete host local addre default user guit
Host Alias IF Addr
Umis Win ODft mc Uzer
Current: torres.xisl.com A B Ve e e e e R e i
i
ey -

3.1 Adding a Unix host

Press "a" to add a host, you should get the prompt:
Is new entry a Unix host(Y) or Client(N)? [Y]
Just press ENTER. Next you should get the prompt.

Unix host name:
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Type the name of the host, e.g. on our site, one is called "avon"!. You should then get
the prompt:

Any alias for avon:
Unless you require an alias, just press ENTER. Next you will get the prompt:

Probe (check alive) before connecting? [Y]

Again press ENTER (this checks that the host is on-line before attempting a TCP
connection, however in some cases a Firewall etc prevents UDP messages from
getting through and this must be avoided.

Trust host with user information? [Y]

Normally you will want to do this. It causes various Unix hosts to regard Windows PCs
as "logged in" to all hosts once they have successfully logged in to one.

Manual Connections only? [N]

This concerns whether you want the connection to the other Unix host to be
attempted as soon as GNUbatch is started, or manually by means of gbch-conn. Reply
y if you require this.

Default timeout value OK? [Y]

Press ENTER unless you want a variation in the connection timeout. The display should
now look like this:

T Imcatorres xisl.com: /home/jmosro/build/T = & G
2dd host change host delete host local addre default user guit
Host Alias IF Addr
Umis Win Oft mc Uzer
Current: torres.xisl.com A B Ve e L P
Evon 193 .117 . 238 .29 probe trusted
i -

This should be repeated for each host (and should also be repeated on each host so
configured). To make any amendments, move the cursor to the relevant host name
and type c or to delete it type d.

1 Named after the character in “Blake's Seven” rather than the cosmetics company
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3.2 Adding a fixed IP address Windows host

Press a to add a host name, and this time type n to indicate that a Windows host is
being added. The prompts are as follows:

Specific Windows Host (Y) or "roaming user' (N)? [Y]
Press ENTER to denote a specific IP address.

Windows client host name:
Type the name of the hosts, e.g. "kim".

Any alias for kim:
Again, press ENTER unless you want to give an alias.

Default user:

This is prompting for a default user name to be used for access — the normal user of
that PC, although other users can use it, specifying a password. This can be omitted if
required.

Password-check user(s)? [N]
This can be turned on to force password-checks on all users if required.

Default timeout value OK? [Y]

Again, this can be left as the default or not (it is slightly more important, as if the
password checks are enabled, it gives the time after which the user will have to log in
again with his password if he has not done anything in the meantime).

3.3 Adding a DHCP client
This is where the IP may change each time and the recognition is by the user name (or
possibly a Windows user name matched to a Unix user name).

Again, press a to add a host name and n to indicate that a Windows host is being
added, and now type n again to select DHCP clients.

Unix user name:

This is the user id under which activities will be run on the Unix host. Be careful to
make the case of characters correct (usually all lower case).

Windows user name:

This is the windows user name, or blank if the same as the Unix user name. It is not
case-sensitive.

Do you want to specify a default machine name? [N]

This enables the user to specify the (Unix) host name of the usual PC at which the user
works. He or she will be able to "log in" at other hosts with the password.

Password-check user(s)? [N]
You can set this to insist on a password in all cases.

Default timeout value OK? [Y]
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Again this gives the timeout value. After this time of inactivity, the user will have to
log in again.

3.4 Local host address

On some systems attached to more than one network, it may be necessary to
explicitly set out the local host IP address to be used in communicating with other
hosts. To set a local IP address, type L.

3.5 Quitting and saving

Type q to quit and save the newly-created hosts file in
/usr/local/etc/gnubatch.hosts.

3.6 Editing the hosts file after installation

The utility hostedit (part of the standard utilities) may be used to edit the hosts file.
We recommend that GNUbatch be halted and restarted after this has been completed.
To invoke it, use the following command:

gbch-hostedit -I /usr/local/etc/gnubatch.hosts
The -1 argument denotes that the file is to be edited in place.
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4 Overview of GNUbatch architecture

This is a brief overview of GNUbatch for the assistance of administrators. Please see
the System Reference Manual for a more detailed discussion.

4.1 Daemon processes

GNUbatch relies on two or four continuously-running "daemon processes" for its
operation.

If the product is non-networked (no linked Unix host or hosts, no Windows interface or
API), then there are two btsched processes.

One btsched process handles all incoming requests and is responsible for the
overall scheduling.

The second btsched process actually starts and notes the completion of
running jobs.

If the product is networked:

A further btsched process monitors and processes network traffic between other
Unix hosts and the Windows Interface.

A process xbnetserv handles incoming jobs from the Windows Interface and
manages APl sessions. (It may "fork off" additional copies of itself for each API
session).

These processes are started by running gbch-start and terminated by using gbch-quit.
Please do not attempt to start GNUbatch in any other way.

Should some system crash ever require you to kill any of the btsched or xbnetserv
processes, please do not use "kill -9" initially, as this will force immediate
termination. Instead use just "kill", which will give btsched a chance to release
system resources first.

4.2 System directories

GNUbatch uses various directories to hold the internal programs and data.

These directories may be relocated from the values set when GNUbatch is built by
assignment to environment variables. These environment variable assignments may
(and  probably should) be ©placed in the master configuration file,
/usr/local/etc/gnubatch.conf, to ensure consistency. The directories and
corresponding environment variables are as follows:

Directory Environment Function
Variable
libexec/gnubatch SPROGDIR Internal programs
share SDATADIR Data and control files
share/gnubatch/help SPHELPDIR Help files for programs
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Directory Environment Function
Variable
var/gnubatch SPOOLDIR Spool directory for

pending jobs

Take care not to assign values to these environment variables arbitrarily; very strange
things will happen if one part of GNUbatch is using one set of directories and some
other part is using another!

4.3 IPC Facilities

GNUbatch uses the "System V IPC facilities" to communicate with itself internally.

One message queue is used to send requests for the main scheduler process,
btsched.

One shared memory segment saves jobs on the queue. This is periodically
written out to the file btsched jfile in the spool directory.

One shared memory segment saves variables. This is likewise periodically
written out to the file btsched vfile.

One shared memory segment is used to buffer pending requests as the size
of messages which may be sent on message queues is limited on many
systems.

One set of semaphores controls access to the shared memory segments.
One set of semaphores is used for network locking.

The IPC facilities can be displayed by running ipcs. The items in question are owned by
ghubatch with a key of 0x5869Bxxx.

The system utility gbch-ripc provided in the installation directory may be used to
inspect the IPC facilities especially after a crash and optionally to delete them.

The shared memory used for jobs and variables may have to be reallocated if the
number of jobs or variables exceeds the initial amount allocated. On some systems
this may be difficult if other software is in use which has exhausted the available
shared memory space. If there are difficulties in this area, make sure to start
GNUbatch with a reservation of the appropriate amount of space. See the description
of gbch-start.

Depending upon the compilation options, these shared memory segments may be
replaced by memory-mapped files and/or file locks are used instead of semaphores.

4.4 Files used by GNUbatch

The following sections list the files used and created by GNUbatch.
4.4.1 Internal spool files

The following GNUbatch internal files are held in the spool directory, which by default
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is /usr/local/var/gnubatch:

File Purpose

btufilel User permissions (the "1" denotes the "major" release).
btchargesl User charges (the "1" denotes the "major" release)
cifile Specification of command interpreters

holfile Days set to be holidays

btsched jfile

Saved record of jobs

btsched vfile

Saved record of variables

btsched reps

Report file holding any messages output by btsched

SPnnnnnnnn Queued jobs
SOnnnnnnnn Standard output of pending jobs
ERnnnnnnnn Standard error of pending jobs
NTnnnnnnnn Local copy of remote job
. If using memory-mapped files rather than shared memory live

btmm jobs , ;

- memory-mapped file of job queue.
b If using memory-mapped files rather than shared memory live

tmm vars , ,

- memory-mapped file of variables.

btmm xfer If using memory-mapped files rather than shared memory live

memory-mapped buffer file.

The above files are owned by gnubatch. Unused copies of the last four kinds of files
may safely be deleted. The nnnnnnnn component of the file name is derived from the
gnubatch job number.

Please note in particular the file btsched reps. This is the system log file and
processes such as btsched and xbnetserv send messages to it in the event of error
conditions arising. If you have any support questions, please look in this file.

4.4.2 Help and Message files

GNUbatch reads all of its messages from a series of text files (Apart from the "help I
cannot find the message file" messages). The user may adjust these to tailor the
command interface, help and error messages to be suitable for the particular
installation. These are system-wide message files. It is also possible to set up
customised versions for individual users or applications.

The following files are, by default, owned by gnubatch and held in the directory /usr/
local.

File
btq.help

Purpose
Screen layout, messages and key assignments for gbch-q

Screen layout, messages and key assignments for gbch-
user

Messages and arguments for other user programs
Message file for btsched, btwrite and xbnetserv
Messages for file monitor option btfilemon

btuser.help

btrest.help
btint-config
filemon.help
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xmbtq.help Job and Variable list specifications for gbch-xmq and
gbch-xq

xmbtr . help Jxorb and Variable list specifications for gbch-xmr and gbch-

xmbtuser.help Job and Variable list specifications for gbch-xmuser and
gbch-xuser

Refer to the chapters on Configurability and Extensibility of both the System
Reference Manual and this Administration Guide for details of how to modify these
files as may be required.

Note that certain options in some of the programs gbch-g and gbch-user may cause
local copies of the files btqg.help and gbch-user.help to be written out into users'
areas, possibly under different names.

4.4.3 Configuration files

Various programs allow sets of options to be written into local "configuration files"
.gnubatch so that further runs of those programs pick up a different selection of
options from the defaults.

These are text files containing sets of options for various programs, which may be
edited by the user, but are normally edited by the programs concerned.

4.4.4 Configuration files held in /usr/local/etc

The following files are always held in the system directory /etc.
4.4.4.1 GNUbatch Hosts and Clients File

The file /usr/local/etc/gnubatch.hosts is used on networked installations of
GNUbatch to denote details of the remote hosts and clients to which connection is to
be made. This is fully described in the System Reference Manual.

4.4.4.2 GNUbatch Master Configuration File

In order to work properly, the scheduler process and all the other programs must be
started with the same environment variables. For convenience, the environment may
be initialised for each program by creating a master configuration file
/usr/local/etc/gnubatch.conf.

This file contains a list of environment variable assignments. Any environment
variables not defined on entry to any of the programs are initialised from this file. Any
environment variables used by GNUbatch may be included in this file, not just those
shown in the example.

For example:

SPOOLDIR: /usrl/spool/gnubatch
SPROGDIR: /usrl/spool/bin
MAILER=/usr/lib/sendmail

An environment variable declared using the equality sign = will be included in the
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environment of all GNUbatch jobs that are submitted. This may not be wanted for all
variables, in particular the directories pointed to by SPOOLDIR, SPROGDIR and
SPHELPDIR, as if the GNUbatch jobs contain these, they will may be "exported" to
other machines on the network for which they would be inappropriate. To avoid jobs
inheriting environment variables from the configuration file declare them using the
colon.

Please note that the text to the right of the colon or = sign is taken literally; there is no
recursive expansion of $name constructs except for the message file names BTQCONF,
BTUSERCONF and BTRESTCONF (for which up to 10 recursive expansions are applied).

4.4.4.3 GNUbatch Static Environment File

If there are a lot of environment variables, the common ones may be saved in a static
environment file with only the "differences" from the file held in the jobs.

This file is saved as /usr/local/etc/gnubatch-env as just environment variable
assignments.

Alternative files to /usr/local/etc/gnubatch-env can be specified by including the
following line in /usr/local/etc/gnubatch.conf:

BATCHENV: filel, file2....
These files are read in sequence and constitute the new environment.

4.5 Ports and Network Services

GNUbatch also uses 7 entries in the services file, /etc/services. When installed with
the default values the entries will look like this:

gnubatch 48104/tcp # Connection port for GNUbatch
gnubatch 48104/udp # Probe port for GNUbatch
gnubatch-feeder 48105/tcp # Feeder port for GNUbatch
gnubatch-netsrv 48106/tcp # DOS client enqueue port for GNUbatch
gnubatch-netsrv 48106/udp # DOS client enquiry port for GNUbatch
gnubatch-api 48107/tcp # API access port for GNUbatch
gnubatch-api 48107/udp # API monitor port for GNUbatch

The socket numbers can be changed, but all hosts must use the same numbers if
GNUbatch connections are to be made.

The installation script will set up entries for the GNUbatch TCP & UDP connections in
the /etc/services file.

If you are using a name service like NIS instead of the services file, the entries must
be copied to that service.

It is possible that the port/socket numbers used as standard by GNUbatch will conflict
with another product. If this is the case they can be moved by editing the
/etc/services file after installation.

It is essential that the values used are the same on all GNUbatch hosts, Unix and PC,
that are on the same network. Even if two hosts are never going to be connected,
make the socket numbers the same.
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5 User administration

GNUbatch maintains a list of users which is generated from the password system
(whether using the passwd file or NIS). Hence, each user must first have a Unix
account in order to have a GNUbatch account.

There are 4 aspects to the GNUbatch user account:

Privileges
Control access to usage and administration functions of the system. For example,
the privilege to submit jobs to the queue.

Charges
Provide an accounting mechanism for each users gnubatch work.

Priorities
when there are more jobs ready to run than are allowed these position the
“ready" jobs with respect to each other. Facilities exist to specify what priorities
each GNUbatch user may specify for their GNUbatch jobs.

Modes
Specify the default modes that are placed on jobs and variables for the user who
creates them. Modes are described in detail in the Variables and Jobs chapters of
the System Reference Manual.

In addition to these features the user interface can be configured differently for
different users and activities.

There are 5 programs for administering user accounts which are:

gbch-charge
A command line utility for querying and adjusting user charges
gbch-uchange
a command line utility for modifying user accounts
gbch-ulist
A command line utility for listing user accounts
gbch-user
An interactive tool for viewing and changing user accounts on character
terminals.
gbch-xuser
A GTK GUI alternative to gbch-user
gbch-xmuser
A Motif GUI alternative to gbch-user.

The programs are described in detail in the System Reference Manual.

5.1 Adding New Users

To add a new user to GNUbatch, they must first have a Unix login created. Once the
Unix account is set up, one of the user administration programs gbch-user, gbch-
uchange gbch-xuser or gbch-xmuser should be run to update the record of the user.
gbch-user and gbch-xmuser will notice the additional user and prompt for whether the
records should be updated, reply y unless you have a very slow machine with a lot of
users currently interacting with GNUbatch.

Alternatively run:

Page 13



GNUbatch Administration Manual

gbch-uchange -R

to do this non-interactively. This could be incorporated into the "add new user" script
if applicable.

If GNUbatch is running the scheduler will be updated, but it is possible that
information will not be fully propagated until the system is stopped and restarted. This
can be recognised by the user or group names being represented by the user ids.

5.2 Removing Users
No special action needs to be taken when users are deleted.
5.3 Setting Privileges

The available privileges are:

Privilege Description

May display contents of administration file showing users,
charges and privileges.

May edit the administration file. This makes a user a full
Write admin file GNUbatch Administrator since they can grant themselves any
other privilege.

User may create jobs and variables. This permission is granted

Read admin file

Create entry by default in the initial configuration when GNUbatch is
installed.
May create jobs (and variables) with different load levels,

Special Create owners and groups. Can also add, delete and modify command
interpreters.

Stop scheduler May stop Xi gnubatch using the gbch-quit program.

User may change their own default modes. This permission is
granted by default in the initial configuration when GNUbatch is
installed.

If the user has the same primary group as the job or variable in
question, then the permissions are the combination of user and
group permissions.

This could make a user a super user for managing jobs in their
group, without having to grant Write admin file privilege.

If the user has a different primary group from the job or variable
in question, then the permissions are the combination of user
and "other" permissions.

Combine group and |Combine group and "other" permissions. This effectively turns
other permissions |off group handling.

Change default
modes

Combine user and
group permissions

Combine user and
other permissions

Unless otherwise stated in the table, when GNUbatch is installed these privileges are
turned off. The currently specified default privileges are applied to all new users.

When GNUbatch is installed only the super-user, root, and user gnubatch are set up
as system administrators. These two users are granted all of the privileges.

Changing users privileges and the default settings can be performed with gbch-user,
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gbch-uchange, xbch-xuser or gbch-xmuser.

When setting up GNUbatch on a machine one of the first Administration tasks should
be deciding which extra Unix users to make administrators.

5.4 Setting Default & User Priorities

When several jobs are ready and waiting to run, those with the highest value get
started first. There can be constraints which limit the number of jobs that can be
running. In this case the higher priority jobs get started, working down the priority
until the limit is reached. The remaining jobs have to wait until a running job finished
or the limit is raised, when the next highest gets started.

A GNUbatch job may have a priority in the range of 1 to 255. Users will usually be
restricted to a smaller range between their individual minimum and maximum
priorities. When it is installed GNUbatch sets the default values to be:

minimum 100
maximum 200
default 150

There is no particular reason for these values. They allow for non-standard users to set
up jobs which have higher or lower priority than the normal user population.

When a new policy is decided the default values should be adjusted, then existing
user accounts modified as required.

When a job is submitted, it is given the user's default priority unless overridden. It is
possible to set a users minimum, maximum and default priorities to apparently
useless values, for example if the default priority is outside the range of the maximum
and minimum priorities, the user will always have to specify a priority.

If a job, submitted on one machine, is executed on another over the network, the
charge is added to the users' account on the machine that submitted the job.

Using the square of the priority is designed to encourage sensible use by users who
are competing for system resources.

The programs gbch-user, gbch-xuser, gbch-xmuser and gbch-charge may be used to
produce simple statements, query and alter the balance on user accounts.
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6 Other administration matters

6.1 Startup and shutdown of GNUbatch

The user-level programs gbch-start and gbch-quit are provided for the startup and
shutdown of GNUbatch and gbch-conn and gbch-disconn are provided for attaching
and detaching Unix hosts.

Please try to use these utilities wherever possible rather than starting or halting
internal processes yourself.

6.2 gbhch-start

GNUbatch can be started by just running the program gbch-start. However there are
three options to gbch-start which should be worth noting:

The -j n and -v n options reserve shared memory (or memory-mapped file) space
for the given number of jobs and variables respectively. This is often necessary on
installations where it is not possible to reallocate shared memory after GNUbatch has
been started, perhaps because other applications have taken all the available shared
memory.

To start GNUbatch reserving space for 5,000 jobs and 6,000 variables, use the
command:

gbch-start -j 5000 -v 6000

Another option worth noting here is the -1 n option, which sets the LOADLEVEL system
variable to an initial value on startup, commonly zero, which will prevent any jobs
from starting.

Any user may run gbch-start. If GNUbatch is already running, there may be harmless
error messages, but otherwise nothing will happen.

6.3 gbch-quit
gbch-quit should be used to halt GNUbatch. Any jobs running will be aborted. This may
only be run by a suitably-privileged user.

If there are problems with it and some of the processes continue to run and you need
to kill btsched and other processes, try first with just "kill" and not "kill -9" as this
will cause the IPC facilities to be deleted.

6.4 gbch-conn and gbch-disconn

gbch-conn is used to connect to Unix hosts set up as for "manual connection" in the
hosts file, or disconnected using gbch-disconn. gbch-disconn disconnects from other
Unix hosts previously connected.

Either are invoked with the host name or alias required. They should return
immediately, although the network shutdown may take longer.
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7 Backup of GNUbatch System

Certain utilities are provided to back up the GNUbatch system, by saving the current
jobs, variables, user accounts and command interpreter list. You may want to do this
when you have set up a complicated schedule of jobs. Alternatively you may want to
do this if you are upgrading to a new major release of GNUbatch.

Menu options are provided to run these in the standard installation scripts.

All the backup options create a single shell script which, if run, would recreate the
relevant items. This may be edited if required.

Jobs, variables, command interpreters and user profiles should be saved in any order,
but it is probably best to restore jobs last as they may depend on some of the other
items.

7.1 Jobs

To convert the job list, the utility gbch-cjlist is used. This may be run at any time, even
when GNUbatch is running, but we would suggest that not too much activity is in
progress at the time.

Cjlist may be found in system binaries directory down from the distribution directory,
by default /usr/local/bin/gbch-cjlist.

You will need to create a directory into which the job scripts are saved.
Here is a suggested routine for saving the jobs:
1. Create a backup directory, for example /usr/batchsave/May09

2. Create a subdirectory within that directory for the scripts, for example you
might choose /usr/batchsave/May09/Scripts.

3. Run gbch-cjlist on the existing job files.
Thus:

mkdir -p /usr/batchsave/May09/Scripts
cd /usr/batchsave/May09
gbch-jlist -D /usr/local/var/spool/gnubatch btsched jfile Jcmd Scripts

The shell command to recreate the jobs will be put in Jcmd, and the job script files in
Scripts.

For more details, and especially the handling of errors, please see the documentation
of gbch-cjlist.

Gbch-cjlist only considers and saves jobs on the machine on which it is run.

To restore the jobs, just run the shell script Jcmd.
7.2 Variables

Variables are saved in a similar manner to jobs, except no additional directory is
required, using the program gbch-cvlist. Only one file is generated, a single shell
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script of gbch-var commands to recreate the variables.

Assuming that the /usr/batchsave/May09 directory described above has already
been created and selected to save jobs, the following command will save the
variables:

gbch-cvlist -D /usr/local/var/spool/gnubatch btsched vfile Vcmd

When restoring jobs and variables, you will almost certainly need to restore variables
first, otherwise the conditions and assignments in the saved jobs will be rejected.

Please see the documentation of gbch-cvlist for more information, particularly
regarding error handling.

7.3 Command Interpreters
Command interpreters are saved in a similar manner to jobs and variables, using the
utility program gbch-ciconv.

As with gbch-cvlist, a single shell command file is generated containing commands to
recreate the command interpreter file.

To continue the examples above for jobs and variables, the following will create a
command file capable of recreating command interpreters:

gbch-ciconv -D /usr/local/var/spool/gnubatch cifile Cicmd

When restoring the whole system, be sure to restore the command interpreter list and
variables before restoring jobs, otherwise the jobs which refer to command
interpreters other than the default will be rejected.

Pleas see the documentation of gbch-ciconv for more information, particularly
regarding error handling.

7.4 User permissions

User permissions may be saved in a similar manner to jobs, variables and command
interpreters, using the command gbch-uconv.

As with gbch-cvlist and gbch-ciconv, a shell command is saved which when run will
reset the user permissions and defaults for all users.

To continue the examples above for jobs, variables, and command interpreters, the
following will create a command file capable of recreating the user permissions.

gbch-uconv -D /usr/local/var/spool/gnubatch btufilel Ucmd

When restoring the whole system, it is not necessary, but probably desirable, to
restore the user permissions prior to restoring jobs, variables, and command
interpreters.

Pleas see the documentation of gbch-uconv for more information, particularly
regarding error handling.
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8 System Administration

As opposed to managing users this section is about managing the scheduler. It
includes topics like controlling the workload, setting up global entities like command
interpreters and keeping audit trails.

8.1 Managing Workload and Auditing

There are seven pre-defined "System" variables known to GNUbatch. They are initially
set to be owned by gnubatch with the default modes which may be reset if desired.
These variables may not be deleted or set to an invalid value (e.g. string for numeric
variable etc.). They may be included in job conditions or assignments provided that
these do not attempt to perform an invalid operation on them.

The variables are:

GNUbatch updates CLOAD in real time to show the total load level of all

CLOAD currently-running jobs. This is a read-only variable.

Controls the maximum load of GNUbatch jobs that may be running on
the system. A job can only start if it will not put CLOAD over the limit set
by LOADLEVEL.

LOADLEVEL LOADLEVEL may only be set to a numeric value.
If the value is increased, then new jobs may start immediately. If the
value is reduced, then it is possible that the total load level of running
jobs may temporarily exceed it until some of them terminate, however
no new jobs will start until the level is no longer exceeded.

Specifies where to send output from the Job Audit Trail logging. If the

L0GJOBS variable holds null (an empty data field) then logging is turned off.

Specifies where to send log output for the Variable Audit Trail. If the

LOGVARS variable holds null (an empty data field) then logging is turned off.

This is a read-only variable containing the current machine name, that

MACHINE can only be referenced as a local variable.

This variable contains the maximum number of jobs that GNUbatch can

STARTLIM start at once. The initial value, upon installation of GNUbatch, is 5.

This variable contains the waiting time in seconds for the next available
job to start if the previous job set by STARTLIM has not been started for
some reason. The initial value upon installation of GNUbatch is set to
be 30 seconds.

STARTWAIT

The values of the variables can be read and, except for MACHINE and CLOAD, adjusted
using programs gbch-q, gbch-var gbch-xq and gbch-xmq. These and other variables
can also be queried using gbch-vlist.

8.1.1 Managing Total Workload

LOADLEVEL and CLOAD may be used to control the GNUbatch workload and avoid
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conflicts with other activities in a variety of ways. To make the best use of these
facilities the load specified for jobs should also be used to reflect their use of
resources. Resource hungry jobs should have higher load values then smaller jobs.

8.1.1.1 Running fewer GNUbatch jobs in office hours.

A GNUbatch job can be set up to reduce the value of LOADLEVEL at the start of office
hours, to prevent GNUbatch jobs slowing down interactive users. Another job can run
at the close of office hours to put LOADLEVEL back up to the overnight level.

If jobs have loads in the range 500 to 10000 lowering the value of LOADLEVEL can also
be used to prevent some jobs running. For example setting it to 5000 from 20000 will
reduce the number of jobs running concurrently but also prevent any jobs over 5000
units from being started.

8.1.1.2 Stopping GNUbatch gracefully

To stop GNUbatch, yet allow jobs to complete, perform the following steps:
1. Set LOADLEVEL=0
2. Wait until CLOAD=0
3. Stop GNUbatch

This can be done manually, incorporated in a shell script or even set up as a
GNUbatch job. GNUbatch jobs which stop the scheduler must launch their script
asynchronously to avoid killing themselves with the gbch-quit command.

8.1.1.3 Starting activities when Production Work Completes.

Set the administration activities up as a GNUbatch job to start towards the end of the
expected work schedule. Specify CLOAD=0 as a pre-condition for the administration
job. If there are more than one administration jobs to be run, set them up as a chain of
jobs, with only the first one dependent on CLOAD.

The sort of administrative activities that might be performed include back ups,
optimising databases, cleaning temporary directories and so on.

This approach is compatible with the idea promoted in the next section. Instead of
testing for CLOAD=0 the test might be CLOAD<= 10 for the quoted example.

8.1.1.4 Mixing Administration and Production Jobs

A policy can also be used which will allow small administration jobs to run without
being blocked by big production jobs. For example:

Make the load values for all production jobs go up in increments of 100 units,
with the smallest being 100 units.

Give admin jobs a load value of 1 unit.

Setting the value of LOADLEVEL to 20010 will allow a maximum of 20000 units
of production jobs. It also lets up to 10 admin. jobs run at any time.

Page 20



GNUbatch Administration Manual

To stop GNUbatch gracefully LOADLEVEL could first be set to 10 to allow
admin. jobs to continue running whilst production work finishes. Then when
CLOAD drops below 100 set LOADLEVEL to 0 and proceed as above.

8.1.2 Controlling Peak Activity with STARTLIM & STARTWAIT

These variables prevent a large number of jobs swamping a machine or network by
starting at the same instant. Any process tends to use a large amount of system
resources when starting up. For example: if a user scheduled 400 network 1/O
intensive jobs to start at Midnight, it is likely that network problems would ensue.

If you observe any resource being swamped then lower the value of STARTLIM and/or
increase the number of seconds delay specified by STARTWAIT. On more powerful
machines STARTLIM may be increased and/or STARTWAIT reduced.

External packages, like alert or performance managers, can query and modify these
values using gbch-var. The package must execute the commands as a suitably
authorised user.

8.1.3 Keeping an Audit Trail

GNUbatch produces separate output of events suffered by variables and jobs. The
output for the Job log is specified by the variable LOGIJOBS and for variables by
LOGVARS.

8.1.3.1 Job Logging via LOGJOBS

This variable may only be set to a string value. It should contain a file name, or a
program or shell script name starting with a |. However, it is vitally important to use |
with great care so as to ensure the scheduler process cannot be held up by the
receiving process.

If a file name is given, it will be taken relative to the spool directory, by default
/usr/local/var/spool/gnubatch. Thus a file name of joblog will be interpreted as /
usr/local/var/spool/gnubatch/joblog.

The file access modes on the file will correspond to the read/write permissions on the
variable, and the owner and group will correspond to that of the variable.

If @ program or shell script is given, then the PATH variable which applied when the
scheduler was started will be used to find the program.

Lines written to the file or sent to the program will take the form

05/01/99|10:22:43|13741|date|completed]|jmc|users|150|1000

Each field is separated from the previous one by a |, for ease of processing by awk
etc. The fields are in the following order(new versions will add fields on the right):

Date in the form dd/mm/yy or mm/dd/yy depending on the time

zone.

Time

Job Number or for external jobs Machine:jobnumber
Job Title or if not title <unnamed job>
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Status code (listed below) Prefixed by machine: if from remote host
User

Group

Priority

Load Level

The status codes may be one of the following:

Abort Job aborted

Cancel Job cancelled

Chgrp Group changed

Chmod Mode changed

Chown Owner changed

Completed Job completed satisfactorily

Create Job created (i.e. submitted to queue)

Delete Job deleted

Error Job completed with error exit

force-run Job forced to start, without time
advance

force-start Job forced to start
Jdetails Other details of job changed
Started Job started

8.1.3.2 Variable Logging via LOGVARS

This variable may only be set to a string value. It should contain a file name, or a
program or shell script name starting with a "|".

If a file name is given, it will be taken relative to the spool directory, by default
/usr/local/var/spool/gnubatch. Thus a file name of varlog will be interpreted as
the file name /usr/local/var/spool/gnubatch/varlog.

The file access modes on the file will correspond to the read/write permissions on the
variable, and the owner and group will correspond to that of the variable.

If @ program or shell script is given, then the PATH variable which applied when the
scheduler was started will be used to find the program. Lines written to the file or sent
to the program will take the form:

05/01/99|09:52:43|cnt|assign|Job start|jmc|users|2011|86742|myjob

Each field is separated from the previous one by a |, for ease of processing by awk
etc.

The fields are in the order(new versions will add fields on the right):

Date in the form dd/mm/yy or mm/dd/yy, depending on time zone.
Time

Variable Name

Status code (listed below) Prefixed by machine: if from remote host
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Event code see below.

User

Group

Value numeric or string
Job number if done from job
Job title if done from job

The status codes indicate what happened, and may be one of the following:

assign Value assigned to variable
chcomment Comment changed

chgrp Group changed

chown Owner changed

create Variable created

delete Variable deleted

rename variable renamed

The event code indicates the circumstance in which the variable was changed, as
follows:

manual S